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Notice Regarding the 16th Shandong Province
College Student Science and Technology Festival, the
7th Shandong Province College Student Artificial
Intelligence Competition, and Computational

Intelligence Application Competition

To promote academic exchanges in the field of computational intelligence
applications and to advance the continuous development of traditional Chinese
medicine-related technologies, in accordance with the overall arrangement of the 16th
Shandong Province College Student Science and Technology Festival, the 7th
Shandong Province College Student Artificial Intelligence Competition will include a
Computational Intelligence Application Competition. The specific notice is as
follows:

I. Purpose of the Competition

The purpose of the competition is to enhance the research level of computational
intelligence in China, guiding researchers to conduct innovative research on
technologies such as traditional Chinese medicine herb identification and tongue
image classification around the actual needs of traditional Chinese medicine. This
aims to promote the industrialization and application of key algorithms.

II. Organizational Structure
1. Host Organization:

Shandong Association for Science and Technology

Education Department of Shandong Province

Shandong Provincial Committee of the Communist Youth League

Shandong Development and Reform Commission

Department of Industry and Information Technology of Shandong Province

Human Resources and Social Security Department of Shandong Province
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2. Organizing Committee:

ShanDong Association of Artificial Intelligence
3. Co-organizer

Shandong Province Artificial Intelligence Society Computational Intelligence
Special Committee

Shandong University of Traditional Chinese Medicine

Qingdao Academy of Chinese Medical Sciences, Shandong University of
Traditional Chinese Medicine

Quan Cheng Laboratory

University of Jinan

Qingdao Association for Science and Technology
II1. Competition Contents

The themes for this challenge are "Herb Identification" and "Tongue Image
Classification." For more details on the competition topics, please refer to Appendix 1:
Explanation of the Challenge Topics for Computational Intelligence Applications.
IV. Participation Requirements

1. Participating Teams: All college students and graduate students interested in
computational intelligence technology or related fields are eligible to participate.
Registration for this competition is in the form of teams.

2. Supervising Teachers: Each team can have 1-2 supervising teachers.
V. Registration Method

Participants can register for the competition through the registration section of
the College Student Science and Technology Festival on the website of the Shandong
Provincial Association for Science and Technology (www.sdast.org.cn). After
successful registration, participants can select the competition registration section in
the College Student Science and Technology Festival on the website, log in with their
registered account, click on the "Student Science and Technology Festival Event
Service System" in the left menu, select "Personal Registration Information," and
choose the competition from the list to register. The final registration is based on the
registration information on the website of the Provincial Association for Science and
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Technology. Participants who have not registered on the website of the Provincial
Association for Science and Technology will not participate in the evaluation, and
their registration will be invalid. For registration procedures, please refer to Appendix
2: Registration Operation Process for the Shandong Province College Student
Artificial Intelligence Competition System

VI. Competition Schedule

Time Stage Location

Before May 15, 2024 Preliminary Competition Online

Offline - Qingdao Fu Xin
May 24, 2024 Finals
Building

Note: The competition schedule may be subject to temporary adjustments. Please
refer to the competition QQ group (927057980) for notifications.
VII. Awards Setting

In this competition, there will be first prize, second prize, and third prize
categories. The proportion of awards will be controlled within 5%, 15%, and 30% of
the total number of teams in the finals, respectively.
VIII. Copyright Requirements

1.The entries must be original works with no copyright disputes.

2. For entries identified as plagiarism or infringement, the eligibility for
evaluation will be revoked. Selected works and individuals will have their selection
status and related honors revoked by the judging committee. Any legal consequences

arising from this will be borne by the participants themselves.

IX. Contact Information
Competition QQ Group: 927057980
Contact Person: Wang Pingping +8618222165309
Cheng Dapeng +8613780924821
ShanDong Association of Artificial Intelligence
April 1, 2024
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Appendix 1:

Challenge Explanation of the Computational Intelligence

Application Competition

1 Purpose of the Event

Traditional Chinese medicine (TCM) is a valuable resource in China, with a long
history and rich cultural significance. With the development of artificial intelligence,
utilizing deep learning to address the challenges encountered in the inheritance and
innovation of TCM 1is an important direction for development. Therefore, the
Computational Intelligence Applications Competition aims to address the unresolved
issues in the intelligentization of TCM, providing technical support for the

modernization of traditional Chinese medicine.

2 The Competition Topic Explanation

Competition Topic 1:

Single-Task Learning - Chinese Herbal Medicine Identification

Automatically identify the categories of Chinese herbal medicine through the
analysis of captured images, aiming to enhance the efficiency and accuracy of
identification. This facilitates the quality assessment, promotion, and popularization
of Chinese herbal medicine.

Example:

Chinese herbal medicine pictures

Y
-
Y

Chinese herbal medicine category|

input Model output

This event provides a dataset of over 1257 images of more than 10 types of
Chinese herbal medicine, including Chuanxiong and Maidong, along with their
corresponding label documents. Among these, 1119 images are allocated for training
purposes, while 138 images are designated for testing. The image format is JPG, and
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the classification labels are stored in CSV files.
Competition Topic 2:
Multi-Task Learning - Tongue Image Classification

By analyzing tongue images, identify four categories of tongue features: tongue
color, coating color, tongue shape, and tongue body. This advancement aims to
digitize and objectify traditional Chinese tongue diagnosis analysis, laying a solid
foundation for the subsequent promotion and application of intelligent tongue
diagnosis.

Example:

Tongue color category
Moss color category

Tongue image > f == Tongue shape category
Tongue body category
input Model output

This event provides a dataset of 1890 tongue images along with their
corresponding label documents. Among these, 1680 images are allocated for training
purposes, while 210 images are designated for testing. The image format is JPG, and

the classification labels are stored in CSV files.
Note: Participating teams can choose one of the competition topics for entry.
3 Principles of the Event

(1) Fair Competition: This event is committed to providing a fair competitive
environment, ensuring open participation channels where eligible entities can take
part.

(2) Transparent Rules: The rules of this event are clear and transparent, with
standardized training and testing image provision, and unified quantitative evaluation
metrics, ensuring that participants have a clear understanding of the competition
process.

(3) Professional Evaluation: This event establishes a judging panel composed of
domain experts to provide objective and professional evaluations of the entries. The

results and feedback from the judging panel are promptly announced to ensure the
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authority and credibility of the evaluation results.

(4) Open Environment: This event encourages openness, allowing participants to
use open-source tools, algorithms, and frameworks, fostering an academic exchange
environment conducive to the development of objective tongue diagnosis technology.

(5) Integrity competition: Participating teams are not allowed to plagiarize,
tamper with other people's results, or use illegal or unfair means to obtain data or
advantages. Otherwise, their qualifications and rewards will be cancelled.

4 Detailed arrangements for activities

(1) Data set situation

We provide detailed usage instructions and license agreements for the data set to
ensure that participating teams can fully utilize the data set for algorithm research and
development during the competition.

download link: https://medai. sdutcm. edu. cn/rcpy/zlxz. htm

(2) Preliminary competition: The preliminary competition is conducted in the
form of "online review". The participating teams need to choose one of the
competition questions, use the training set to build and optimize the model, and then
make predictions on the test set and submit the prediction results.

Pack the algorithm code, algorithm description, test results (see 6 Evaluation
Methods for indicators), test process (screen recording), copyright transfer statement,
etc. into a zip file with the naming format of "Participating Team Name Contest

Question 1 or 2.zip " and submit it to the email sdci2024 comp@163.com before
May 15, 2024. Note: Please mark the title of the email with the words "Computing
Intelligence Application Challenge-Preliminary Round".

The judging panel will conduct a comprehensive evaluation of the classification
results based on the materials submitted by the participating teams, including but not
limited to the innovation, effectiveness, technical difficulty of the algorithm, and
understanding and application of the task.

(3) Final competition: The final will be held in the form of "on-site evaluation +
defense road show". The event organizer will provide a test set on the day of the finals,

and participating teams must submit test results within the specified time. At the same
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time, teams participating in the rankings and advancing to the finals need to prepare
defense materials in advance, including defense PPT, competition summary, algorithm
core code, on-site demonstration demo, etc. The judges will make a comprehensive
score based on the contestants’ test results, technical ideas, theoretical depth, and

on-site performance on the day.

(4) Requirements for the right to use algorithms: The competition organizing unit

has the right to evaluate and use the submitted codes, algorithms, etc.
5 Model evaluation input and output format requirements
5.1 Input requirements

All images are placed in the data folder of the specified path.
5.2 Output requirements
5.2.1 Output path and naming

Each participating team will output the results recognized on the test set to the
specified  path. = The  tongue  image  multi-task  classification  is:
/classification/out/multi_output.txt, and the Chinese herbal medicine classification is:

/classification/out/single output.txt.
6 Evaluation methods

The test results of the classification task of this activity are mainly based on the
Flmacro score (for multi-tasking, the average F1acro Of each task is calculated) to
measure the model performance. The performance evaluation calculation formula is

as follows:

Fl,. = 1 Z 2. (Pre‘cz_szonk X Recall})
n 4= Precision; + Recall

Among them, Precision and Recall are precision and recall rate respectively, and n is
the number of categories. Teams whose F1,.» value is missing from their submitted

results or whose Fl,.. value is calculated incorrectly will not be scored.
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7 Competition rules
7.1 Competition Framework

In order to ensure the fairness of the competition, the organizer will provide a
unified programming environment and code framework. The programming
environment uses the Pytorch framework based on the Python programming language.
The code framework includes a data loading (dataset.py) part and a testing part
(test.py). Users only need to write the model file (model utils.py) and training file
(train.py) according to the framework. py).

download link: https://medai. sdutcm. edu. cn/rcpy/zlxz. htm
7.2 Allowed Python libraries

It is stipulated that the Python libraries that contestants can use include only
torch, torchvision, torchaudio, Torchnet, torchnt, NumPy, Scikit-learn, scipy,
tensorboard, pandas, Pillow, pip, matplotlib, etc. It is prohibited to use any third party
to classify or segment results. All work must be completed independently during the

competition period, otherwise the competition will be disqualified.
7.3 Template composition

The organizer provides a complete code template, including basic processes such
as data loading, model training, and evaluation. Participants must write code in the
specified folder and are not allowed to modify the basic structure of the template. The
specific requirements of each framework are as follows:

(D dataset.py is a complete data loading file. Participants cannot make any
changes to it and are only allowed to call it, otherwise the results will be cancelled.

(2 model _utils.py is a model file. The organizer only provides libraries that can
be called. Contestants can call them based on the actual designed model.
Adding/modifying libraries is strictly prohibited, otherwise the results will be
cancelled.

(3 train.py is a training file. Participants can comprehensively compile it based
on data reading, model design, training methods, etc. Pay attention to the saving and
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calling method of the optimal parameters of the model (README.md has explained).

@ The test.py file is a complete test file. Participants can only modify four parts
of the test model (clearly stated in the script). Modification of other unspecified parts
is strictly prohibited; during the scoring process, the organizer will use this file to

evaluate all test models. Competitors make unified standard scores.

The specific usage of the template has been explained in the README.md document,

please check it yourself.
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